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AR.1. Introduction

This report comprises a revision, update, and elaboration of the
numerical aspects of the geological simulation methods of Appendix 2A
of the Sandia Laboratories report, "Risk Methodology for Geologic
Disposal of Radioactive Waste: Interim Report" (Campbell and others,
1978). That report in general, and specifically Appendix 2A, forms the
principal reference for the present report, and it is both assumed and
expected that a copy of that report will be available for cross
reference concerning aspects of the methodology not discussed here. 1In
order to facilitate comparison with Appendix 2A of the Sandia report we

have also attached it as an appendix to this report.

*Present address: Dept. of the Navy, Naval Pacility Engineering
Command, San Bruno, California 94066

t¢present address: Department of Bnergy, 505 King Ave., Columbus, Ohio
43201
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For convenience, the present report is organized in a manner that
is directly parallel to Appendix 2A (e.g. section AR.4.2.4 corresponds
to the subject matter of IR2A.4.2.4, where AR refers to the present
Annual Report and IR2A refers to Appendix 2A of the Interim Report).
Comparison of the descriptions in the respective sections should
provide the reader with an overall grasp of the methodology and
specifically what is new or revised in the present report.

Appendix 2A of the Interim Report gives a broad geological and
conceptual overview of the problems of geological analysis leading to a
specific set of simulation models for aspects of depository stability,
namely the access of ground water to the depository and the
vulnerability of the salt layer to dissolution by gfound water. The
present Annual Report, on the other hand, begins with description of a
specific revised simulation model for the dissolution of salt and
refers general questions about the approach and philosophy of analysis
to the Interim Report, except as arise in discussion of specific
aspects of the problem (e.g. compare this section with section
IR2A.1.).

AR.1.1. Simulation Models and Geological Perspectives

See IR2A.1.1. It is recommended that the user thoroughly study
Forrester (1961) because the philosophy of feedback systems analysis
described there is analogous to the approach used here for geological
feedback.

AR.1.1.1. Questions of Geological Stability -- The present report

addresses aspects of item (3) of IR2A.1.1.1: analysis of the behavior
in the immediate vicinity of the waste depository environment.

Furthermore, the analysis is limited to questions of gross thermal
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effects, compaction of porosity existing or created in the salt
horizon, and the creation of fracture pathways by which ground water
gains access to the salt.

AR.1.1.2. Strategies of Systems Analysis -- Peedback systems

analysis has proved to be an effective exploratory tool and stimulus
that has expanded the viewpoints of investigators in several aspects of
risk methodology. The basic strategy remains the same as in IR2A, and
in this report we explore effects of increased degrees of freedom in
the choice of fundamental relationships used in these sets of
simulation equations.

AR.1.1.3. Role of Approximations in Systems Analysis -- One of the

principal results of this report concerns the effect of approximations
used in functional relationships describing phenomena affecting
dissolution of salt. The admonition concerning "belief"™ in models is
the same.

AR.1.1.4. Conceptual Importance of Peedback Phenomena -- See

IR2A.1.1.4. Sets of equations are given in the present report that
demonstrate the competing effects of functional relationships involving
both positive and negative feedback.

AR.1.2. Numerical Simulation Methods

AR.1.2.1. Choice of Simulation Language -- The languages DYNAMO

and GASP IV were mentioned in IR2A.1.2.1. The operational procedures
for DYNAMO are described in Forrester (1961) and Pugh (1976), and for
GASP 1V they are given in Pritsker (1974).

In principle, GASP IV can be used for any calculation performed by
DYNAMO, and many others. It is written in PORTRAN and therefore it can

be more individually tailored to a problem than can DYNAMO. DYNAMO, on
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the other hand, is much simpler to use.

AR.1.2.2. Characteristics of DYNAMO -- Both DYNAMO and GASP 1V are

codes for the solution of sets of linear ordinary differential
equations. GASP IV uses a Runge-Kutta code (Pritsker, 1974). The
}nternal programming of DYNAMO is proprietary and can not be described
in detail (see Pugh, 1976), although it also uses standard techniques
for solving sets of differential equations. 1In practice the main
advantages of DYNAMO found in this study are its ability to
automatically order the sets of equations written by the user and to
test them for internal consistency and redundancy. Usually, specific
error messages are given that quickly identify inappropriate equations,
inconsistent constants, incorrectly coupled equations and so on. These
features of DYNAMO have often saved much time in searching for errors
and in avoiding hand calculations in search of redundancies. DYNAMO
certainly is recommended for anyone not already experienced in the use
of simulation languages, although the availability of DYNAMO is not
essential to the study of feedback models as discussed here.

At this point it is suggested that the user thoroughly study the
DYNAMO User's Manual (Pugh, 1973) and to study the applications and
principles discussed by Porrester (1961). Hhen that is done, glance
through the nomenclature, schematic system diagrams, and equation lists
givén in the present report and the Interim Report. It should then be
a simple matter to follow the later descriptions of specific equations
and to implement parallel or analogous simulation calculations.

With experience and ingenuity, DYNAMO can be applied to many kinds
of physical problems. Por example, we have used DYNAMO for the

approximate solution of problems in transient heat flow with
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intermittent heat sources and boundary conditions. Use of DYNAMO for
all sorts of trial calculations can greatly assist the development of
more sophisticated models which may be written independently in FORTRAN
or solved with other codes like GASP IV. Specific PORTRAN models may
be desirable for intricate problems where the need is to perform many
repeated calculations with the same basic model. Our purpose, however,
is to explore system structures for diversity and variability of

functional interactions, and so far DYNAMO has served that purpose

admirably.
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AR.2. Reference System for DYNAMO Simulation

See the Interim Report (Campbell and others, 1978, Pigure 1.2.2,
and Chapter 1) for specific descriptions of the Sandia Reference
System. Subsequently the cross section in Figure 1.,2.2. was revised so
that the Middle and Lower Sandstones meet near the position of River L;
}hat is, there is no intervening shale layer in the Sandia Reference
System currently applied to questions of regional ground water flow.
The distinction does not affect the hydrclogic assumptions of the
present report.

AR.2.1. Rudimentary Geometric Structure

DYNAMO simulation in IR2A was performed relative to a Simulation
Reference Volume shown in figure IR2A.1. This was done so that
properties could be averaged over a specified control volume, and
inputs and outputs of heat and mass could be similarly averaged over
that control volume, or over specifically defined subvolumes such as
the depository horizon, the backfill horizon, and so on. The same
basic control volume is used in the present report.

The DYNAMO model differs from finite difference or finite element
models such as Figures IR3.3.3 and IR2A 7 in that the calculated
balances refer to specified control volumes rather than to a geometric
grid of cells with rigidly defined dimensions. This means that many
parameters can be lumped together to roughly describe overall behavior,
but detail in terms of local values within the control volume is not
available without additional modeling.
| The above distinction between the DYNAMO models and finite
ﬂifference or finite element models represents a trade-off. In DYNAMO

simulation we sacrifice geametric detail to obtain ‘information on
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functional relationships that are interdependent, that is that involve
feedback. In the finite difference/element models, detail is available
in terms of constant properties per cell or properties that are changed
jiteratively according to some predetermined scheme. Fully implicit,
finite differences or finite element models that incorporate feedback
‘effects, however, are exceedingly difficult to program though they are
conceivable in principle. Such codes are being explored, but so far
they are much too cumbersome for practical applications.

AR.2.2, Capabilities of Increased Geometric Complexity Using DYNAMO

DYNAMO simulation can be used in a manner directly analogous to
finite difference calculations by subdividing the control volume and
writing parallel sets of equations for each subvolume. We have used
this technique to solve some simple problems in transient heat
transfer, using a 3 x 3 array, or 9 control subvolumes. 1In principle,
this could be done with the equations lists given in this report if it
were necessary to specify local behavior in more detail. The number of
equations and the length of computations, however, increase in
proportion to the number of subvolumes to be described. It is
suggested, however, that this technique should be attempted if it
becomes necessary to simultaneously describe behavior at different

horizons in a reference system such as figure IR2A.1,
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AR.3. System Diagrams

Study Porrester (1961, chapter 8) in detail. Those conventions
were used in IR2A and are followed here.

AR.3.1. Descriptive System

See IR2A.3.1.

AR.3.1.1. System Structure -- Read section IR2A.3.1.1.

Figure IR2A.2. is a schematic overview of the system structure.
That diagram is not an operational diagram and is intended only to
identify the general progression of interacting states and processes,
beginning with quantities involving heat and mechanical work at the
bottom, through terms involving fracture pathways and ground water in
the center, to terms involving transport of radionuclides at the top.
The purpose of the diagram is to demonstrate the types of relationships
and their interactions that would be required to create an overall
feedback systems analysis of the depository, even in the most
rudimentary terms. It is simply a mnemonic device to stimulate
thohghts about physico-chemical relationships and processes and how
they may relate to one another from the standpoint of feedback.

In figure IR2A.2 any one of the terms in the auxiliary and rate
equations, or in the system states of the level equations may be in a
feedback relationship with any other or all other terms and states.
Only a few of the possible feedback connections are shown by dashed
lines. A closed path connected by dashed lines with a direction shown
by the arrows is a feedback loop. A thermomechanical example is shown
by a dashed line connecting the heating rate dH/dt through auxi}iary
equations BA to the mechanical work rate aMW/dt, hence to the

mechanical work states MW, and through mechanical work auxiliary
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equations MWA (involving terms that identify components of the work
dissipated as heat) back to the rate equation for the rate of heat
generation dH/dt.

This is only one of many possible ways to schematically describe a
thermomechanical feedback loop. It serves as a reminder, however, that
no entity in a feedback system (and all natural systems are feedback
systems) can be evaluated a priori independently from all others.

The guantitative analysis in IR2A did not consider the functions
and states for radionuclide transport, nor does the present report.
Such an analysis is specific to the waste form, the specific inventory
as a function of time and distribution, and the distribution in terms
of hydrologic pathways leading outside the control volume. Bookkeeping
functions can be written to include radionuclide transport as the
nature of the system structure evolves. These functions would also
involve whatever retardation factors are characteristic of the
radionuclide species and media present.

In the present report worst case scenarios for radionuclide loss
from the control volume can be calculated directly from the mass
balances of brine transport rates out of the control volume following
the time the waste horizon is breached or overrun, depending on the
type of scenario it is assumed will apply. Transport times for arrival
of radionuclides at any other location, within aguifers or on the
surface, can then be estimated on the basis of regional hydrologic data
and/or hydrologic models.

Unfortunately, there is some ambiguity in the Acronyms and
Initialisms of section IR2A.3.1.1. They are not operating functions,

however, and are irrelevant to the nomenclature of the present report.
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The user is nonetheless advised to study the intent of figure IR2A.2
and to consider the appropriate functions relating the respective
level, rate, and auxiliary functions.

AR.3.2. Specific Diagram and Equations for Dissolution Feedback

The name of this section is changed from that in IR2A.3.2 because
.ie have eliminated the confusing term "sector.” That term is
appropriate if it is used in a manner like that of Porrester (1961)
where the system can be subdivided into distinguishable domains of
behavior. 1In the system of figure IR2A.2, however, it is difficult to
clearly define sectors.

Al though the organization of the following sections in AR.3.2 is
parallel to IR2A.3.2 there are major changes in nomenciature and
equations. In that sense we have attempted to define completely all
names and equations used in this report. A glossary of the names we
have defined is given in table AR.3.1 "LIST OF ACRONYMS AND INITIALISMS
USED IN DISSCC." The name DISSCC is an abbreviaton for the master
equation list of this report "DISSOLUTION WITH AND WITHOUT CRACK
CLOSURE."™ An annotated listing of these equations, and terms named in
the equations, is given in table AR.3.2. When in doubt about names
used in this report, refer directly to tables AR.3.1 and AR.3.2.

DISSCC actually refers to a series of master equations which
contain options for eight different modes of calculation as follows:

I. No Crack Closure

A. Number of cracks defined according to flexural crack
coefficient.

Mode I.A.l--Maximum brine pressure head.

Mode I.A.2--Decaying brine pressure head.
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B. Number of cracks defined by ratio of compaction volume to
reference crack volume.
Mode I.B.l--Maximum brine pressiure head.

Mode I.B.2--Decaying brine pressure head.

II. Crack Closure
A. Number of cracks defined according to flexural crack
coefficient.
Mode II.A.l--Maximum brine pressure head.
Mode II.A.2--Decaying brine pressure head.
B. Number of cracks defined by ratio of compaction volume to
reference crack volume.
Mode II.B.2--Maximum brine pressure head.

Mode 11.B.2--Decaying brine pressure head.

The reason we have included several different modes is heuristic.
It is sometimes not possible to determine the most realistic mode of
behavior of a geological system. By exercising different assumptions
and studying the system behavior in different modes, insight is gained
on the nature of feedback relationships. In many instances the system
behavior is similar in all of the eight modes; in other instances there
are combinations of parameters that identify sets of critical
conditions for either relatively slow or fast rates of dissolution.

The remainder of this report specifically addresses the above sets
of equations. This implies some repetition and redundancy, which are
included so that the user will become increasingly familiar with

adjusting the physical assumptions and modifying the manipulations of
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equations. Another purpose is to provide an example of the problems of
sensitivity analysis when the best choices of functional relationships
are not known and several variants are possible.

Figure AR.3.1 replaces figure IR2A.3 and is the Systems Diagram
showing the relationships among the equations of DISSCC. Table AR.3.3
gives a breakdown of the equations according to type: Level, Rate,
Auxiliary, and Supplementary equations. PFigure AR.3.2 shows the
schematics of the ordering of equations in DISSCC more or less
according to the sequence of actual calculations. This schematic
ordering is not necessarily accurate in the sense that DYNAMO
automatically determines the order of equations required for numerical
solution. Comparisons of table AR.3.3, figure AR.3.1 and figure AR.3.2
should clarify questions about the role of any function and the way in
which all the functions are interrelated.

Table AR.3.4 (A through D) gives actual DYNAMO listings for each of
the eight modes outlined above for calculations with DISSCC. Rach
equation listing simultaneously calculates results with and without
crack closure in one of the four modes above. Thus there are only four
equation sets for DISSCC representing the four modes of computation,
each one giving a result assuming that cracks remain open once formed
and a result assuming that cracks tend to close according to a
specified rate function. Therefore there are eight sets of dissolution
rates.

The above sets of tables and figures are self explanatory, but for
completeness each of the functions specifically described in the
Interim Report is reiterated. Where appropriate we describe

differences between the previously used functions and those defined in
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the present report.
AR.3.2.1. Heat Level--identical to IR2A.3.2.1.

AR.3.2.2. Thermal Expansion Level -- This is identical to

IR2A.3.2.2. except that the average heat capacity is introduced as a
9umerical constant in the TER equation (see tables AR.3.2 and AR.3.3).

AR.3.2.3. Compaction Level -~ This level is conceptually the same

as described in IR2A.3.2.3. The working equations, however, are
different and will be described in detail in section AR.4. Basically,
we are interested in the initial volume of pores or openings in the
control volume, the volume of pores or openings produced by
dissolution, and the volume of pores or openings closed by collapse
owing to the superincumbent load (see Table AR.3.3).

AR.3.2.4, Net Displacement ~- In IR2A.3.2.4 this section was

described as a Level. 1In the present report the same numerical
function is described as an Auxilliary equation representing the
algebraic sum of the Thermal Expansion and Compaction Levels (see
figure AR.3.1 and table AR.3.3).

AR.3.2.5. Practuring -- In this report functions describing the
numbers of cracks initially existing and created in the control volume
are described as Auxilliary equations (see figure AR.3.1 and table
AR.3.3). Two modes are considered; in one the nuhbering of cracks is
assumed to be proportional to the net vertical displacement (see figure
IR2A.4, p. 114), and in the other the number of cracks is determined
from the compacted volume relative to the volume of a reference crack.
These functions are defined in section AR.4.2.5.

AR.3.2.6. Solution Openings Level -- This section is almost

completely revised from IR2A.3.2.6. All calculations are referred to a
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U-tube syphon effect connecting the upper aquifer and salt layer. The
scenario is geometrically like the setup for ORSCUA, "Opening Rate from
Solutioning by Convection to the Dpper Aquifer" (see figure IR2A.9,
p. 123), but the equations for flow rates are different. In the ORSCUA
function, the aquifer flow rate and fracture flow rate were coupled
because flow through cracks was assumed to be proportional to the
aquifer flow rate and number of cracks. The present equations are
governed by the same limit in the.steady state, but up to that time
flow in cracks is calculated independently on the basis of crack
dimensions and pressure differences across the U-tube. This means that
there are more functions to consider; the dominant functions involve
the Reference Crack Width, RCW, and the function used to compute the
number of cracks. Additional functions are included to explore the
effects of crack closure and decreasing pressure head across the U-tube
as the steady state is aproached (see figure AR.3.1 and table AR.3.3).
As before, it is assumed that the brine is saturated instantly on
contact with the salt, but that dissolution is distributed over the
entire salt layer. This assumption is artificial. A more realistic
calculation will require a multicell version of the DYNAMO simulation
including kinetic factors in each cell for the dissolution rate.

AR.3.2.7. Dominant Feedback Loops -- See IR2A.3.2.7. The only

feedback loop investigated in the present report concerns dissolution
via the U-tube scenario of figure IR2A.9 (Interim Report, p. 123).
Included, however, are additional components involving negative
feedback resulting from crack closure and decay of the brine pressure
head as the steady state is approached.

One of our principal aims is to identify conditions where either

1355a Shaw and others
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positive (accelerating) or negative (decelerating) feedback will

dominate.
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AR.4. Physical Content of System Equations

AR.4.1. The Basic Assumptions

Our interest in using simulation methods is to learn the principles
of the behavior of feedback systems. Therefore, we emphasize the
nature of interactions of physico-chemical mechanisms rather than the
rigorous analytical description of each individual mechanism. The
results map out categories or regimes of behavior that can be refined
as the requirements for detail evolve out of the understanding that
accrues from the analysis itself. The refinements may involve other

modeling techniques and/or a multicell version of DYNAMO simulation.

AR.4.2. Simplified Physical Relationships

Rock properties for numerical analyses are listed in table IR2A.1
{Interim Report, p. 106).

We have used the properties of rock salt for heat capacity and
thermal expansion because the maximum thermal effects occur in the
vicinity of the depository horizon. On the other hand, we have used an
average thermal conductivity of Sx10-3 cal cm"1 sec-1 °C—1
because overall heat losses are largely determined by properties of the
super incumbent rocks. In refined calculations each of these properties
would be functions of time, temperature, porosity, fluid flux, and
position in the Control Volume.

Because we describe overall volumetric changes in terms of the
Depository Area (DA) times a depth factor, terms involving porosity,
.compaction or expansion are defined as a length. Numerical volumes are

determined from the appropriate length times the constant DA=7.9x1010

cmz. For numerical work the depth to the depository is taken as 600

meters.
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AR.4.2.1. Beat Input -- The total heat production of high-level
waste over a million years is given in Figure IR.1.4.2 (Interim Report,
p. 31) for the depository design described in Chapter 1 of the Interim
Report. This gives an initial thermal power of about 61 kw/acre for a
1000 acre site, though values as high as 150 kw/acre have been
mentioned (Parsons and others, 1976).

The DYNAMO equation for heat input is the same as in the Interim
Report (p. 105 ff.; also see table AR.3.3). The Dimensional
Coefficient of Power, DCP=0.094 cal/gm/yr, is the value of initial
thermal power (61 kw/acre) divided by the depth to the source and the
average density of the rock, in cgs. units (IR2A, p. 105). The heat
input rate (HINR) is this value multiplied by the Fractional Decay
function (FD); this function is expressed as a numerical table of
values taken directly from the total inventory of Figure IR.1.4.2
(Interim Report, p. 31). The curve of Figure IR.1.4.2 is divided into
twelve intervals, but it could be expressed in as much detail as
desired by expanding the TABLE Function, FDTAB.

AR.4.2.2. Heat Output -- Calculation of heat transfer is,
rigorously, very complex. It is an example of a mechanism that
requires sophisticated finite element or finite difference modeling to
evaluate accurately (see IR2A.4.2.5.1 for discussion of finite element
analysis). Approximations for heat transfer, however, are very
simple. We are principally interested in the maximum temperature
reached and the timing of the thermal peak. Because the DYNAMO
simulation model refers to a single Control Volume, ostensibly making
it impossible to describe the temperature distribution, we have used a

trick to estimate the conductive heat loss. PFirst an equation was
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written that defines what the heat loss rate would be if a steady heat
flow were established for each value of heat content H. This equation
is called the Steady Heat Loss Rate (SHLR), Because the rate of heat
loss lags in time behind the rate of heat input, the steady rate of
-heat loss is adjusted by introducing a delay time which is evaluated by
introducing SHLR as an argument of a DYNAMO Delay Function. Experience
has shown that a Third Order Delay (see Forrester, 1961, Chapt. 9) with
a delay time of 100 years is adequate to approximate the more rigorous
finite element analysis of Section IR2A.4.2.5.1., The delay time is
termed Delay of Surface Heat Plux (DSHF). Other delay functions or a
multicell subroutine could be used to improve the temperature
estimates.

The parameters defining SHLR are given explicitly in IR2A.4.2.2.
Using a thermal conductivity of leo-3 t:al-1 cm-l secn1 c’(!,m1 a heat
capacity of 0.2 cal gm.-l a density of 2.2 gm em,”? a depth to source
of 6x10% cm and a background geothermal flux of 1x10™° cal em 2 sec !

{corresponding to an undisturbed geothermal gradient of 20°b/km,

fajrly typical in the western U.S.) we obtain the DYNAMO equation:

R SHLR KL = 2 0E-4* (H.K-4.0) - 2.4E-4 STEADY HEAT LOSS RATE

(CAL/GM/YR)

Numbers calculated from this equation differ from those in IR2A.4.2.2
.by about 5 percent because of slight differences in rounding.

The term (H.K-4.0) is required by the assumption that the gurface
temperature is 20°C and the initial thermal gradient is 20°C/km. That

is, the initial temperature at 600 meters depth is 32°C, 12°¢ above
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the surface temperature; the initial mean temperature is 26oc, eoC
above the surface temperature, corresponding to an initial mean heat
content of 5.2 cal gm~1,

The Supplementary Equation SURFLX is not included in the present
analysis because the calculated values are not realistic with an
a&uifet existing between the surface and the depository depth. Heat
transfer into the agquifer can be approximated from the estimated rate

of heat loss, Heat Output Rate (HOUTR), given by the DYNAMO equation:

R HOUTR.KL = DELAY 3 (SHLR.JK, DSHF) HEAT LOSS RATE (CAL/GM/YR).

AR.4.2.3. Thermal Expansion —— The values of thermal expansion are

estimated using a linear thermal expansion coefficient of
1.5x10"30c~1; the Unit Expansion Coefficient (UEC) is this value
multiplied by 6x104 cm, the depth to the depository horizon giving

UEC = 0.9 cmoC~1, The Thermal Expansion Rate (TER) is UEC times

the mean rate of change of temperature per time step, given by the net
rate of change of heat content (HINR-HOUTR) for that time step divided
by the heat capacity of 0.2 cal gm-loc-1,

These are the same relationships given in IR2A.4.2.3. They assume
that expansion is dominated by heating in the salt layer.

AR.4.2.4. Compaction -- Beginning with this section there are some
major changes in the derivation of DYNAMO Equations between this report
and the Interim Report. Acronyms and Initialisms are not identical,
aﬁd therefore definitions should always be checked against the Glossary
aﬁd Equation Descriptions of this report (see tables AR.3.1 and

AR3.2). The principles of analysis remain the same, so the
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corresponding sections of the Interim Report still should be studied
for concepts and background.

The main difference in calculations of compaction concern the
detailed form of the compaction rate equations. Conceptually we are
concerned with compaction of any porosity that exists at the time the
analysis begins and any porosity created during the time interval
considered in the analysis. The term “"porosity” refers generically to
any form of open space, including interstitial pores between mineral
grains and any cavern-like voids that existed or are created.
Simplistically, we are mainly concerned with the porosity of the
backfilled region of the depository, assumed to be salt, and with the
volume of salt dissolved by access of ground water.

The initial backfill porosity is termed the Backfill Maximum
Compaction Length (BMCL), because it defines the maximum vertical
subsidence in the absence of dissolution.

The salt removed by dissolution is converted to an apparent layer
thickness termed the Average Compaction Length from Solution (ACLS).
Physically, this value would be literally accurate only if the U-tube
flow system removed salt uniformly from the top of the salt layer over
the total area of the repository. This assumption is dynamically
unrealistic, but it is the simplest scenario consistent with the
concept of the Control Volume. More realistically, salt would be
removed progressively beginning at the upstream end of the U-tube.
This means that the :aéionuclide canister horizon would be reached
sooner than is calculated by the time required to dissolve the entire
super incumbent salt layer. We allow for this discrepancy by also
calculating the dissolved volume as though it were concentrated at a
single spherical locus, described by the Single Cavity Diameter

1355a Shaw and others

20



(SCDIA).

The resulting time required for the cavity to reach the

canister horizon is assumed to be the shortest time for penetration of

the salt layer by ground water according to the U-tube scenario.

The Compaction Length (CL) simply represents the linear subsidence

of the superincumbent rock as salt is removed. The characteristic time

a cavity can remain open in salt is taken to be the response time for

collapse of an empty void in a viscous medium, as defined in the

Interim Report (IR2A.4.2.1, p. 112).

The nature of the overall

deformation depends on the relative rates of subsidence of the

superincumbent nonsalt rock strata versus the convergence of the salt

laterally and from below.

Therefore, the assumption of viscous

collapse is oversimplified, but whatever form the deformation may take,

it is assumed that ultimately there will be disturbances in the

overlying shale layer within the depository area and concentrated near

the depository perimeter.

In section 1IR2A.4.2.4 the compaction rate was determined by the

dissolution rate, with a lag determined from the equation for the rate

of viscous flow of salt, the Linear Pore Volume Compaction Rate

{LPVCR), according to the functions:

L

L

1355a

CL.K = MCL.K -~ LPV.K
LPV.K = LPV.J + DT*LPVCR.JK
LPV = BMCL

CL =0

BMCL = 60

COMPACTION LENGTH (CM)

LINEAR PORE VOLUME (CM)

INITIAL COMPACTION REFERENCE
STATE (CM)
BACKFILL MAXIMUM COMPACTION

LENGTH (CM)

LPVCR.KL = LPV.K*EXP (-2.303*ELP*3E7*DT/EVISC.K)/DT - LPV.K/DT
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LINEAR PORE VOLUME

COMPACTION RATE (CM/YR)

C ELP = 1.3E8 EFFECTIVE LOAD PRESSURE
(DYNE/SQ CM)
A EVISC.K = TABLE (EVTAB, BFTEMP. K, 0, 250, 25)

EFFECTIVE VISCOSITY (POISE)
Note: See table AR.3.1 for
definition of EVTAB and
BPTEMP.
Algebraically, this set of equations expresses the volume balances
correctly, but because of the definitions of LPV and LPVCR the value of
Linear Pore Volume simply decreases from the initial value given by
BMCL. This means that the compaction rate is essentially forced to
follow the dissolution rate with very little lag.

Subsequently we defined the same balances by the equations

L CL.K = MCL.J - LPV.J COMPACTION LENGTH (M)

N CL =1 INITIAL VALUE CL (CM)

A LPV.K = BMCL + PVPS.K - PVDC.K LINEAR PORE VOLUME (CM)

c BMCL = 60 BACKFILL MAXIMUM COMPACTION
LENGTH (CM)

L PVPS.K = PVPS.J + DT* (BDRUA.JK) /DA

(LINEAR) PORE VOLUME

PRODUCED BY SOLUTIONING (CM)
N PVPS = 0 INITIAL VALUE OF PVPS (CM)
R BDRUA.KL = FIFGE (MBFA, ACDR.K, ACDR.K, MBFA)

BRINE DISCHARGE RATE TO

UPPER AQUIFER (CU CM/YR)
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Note: FIFGE defines BDRUA as
ACDR §f BDRUA is less than
MBFA; if not, BDRUA is set
equal to MBFA,.

C MBFA = 3El2 MAXIMUM BRINE FLOW IN
AQUIFER (CU CM/YR)

A ACDR.K = RCVR.K*NC.K (TOTAL) APPARENT CRACK
DISCHARGE RATE (CU CM/YR).
Note: RCVR and NC are,
respectively, the REFERENCE
CRACK VOLUME RATE, and
NUMBER OF CRACKS.

L PVDC.K = PVDC.J - DT* (LPVCR.JK) PORE VOLUME DESTROYED BY
COMPACTION (CM)

In both sets of equations LPVCR is the same rate equation (see
tables AR.3.2 and AR.3.3 for complete definitions of all terms). The
difference is that in the second set, LPV is calculated from the
independently computed terms PVPS and PVDC so that it can take any
value greater than zero and can either increase or decrease, depending
on the balance of these two terms. Because LPV is not constricted in
range, the compaction rate, LPVWR, and compacted volume, PVDC, can be
arbitrarily large, depending on the dissolution rate.

For example, say the dissolution rate is initially very rapid and,
. because of the viscous lag, compaction does not initially keep pace.
~Eventually, however, the magnitude of LPVCR increases as LPV increases
so that it eventually matches PVPS. If any factor causes PVPS to

eventually decrease with time, changes in PVDC can exceed those in PVPS,
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resulting in a decreasing Linear Pore Volume, LPV. Such factors are
described in subsequent sections as forms of negative feedback
affecting cracking functions and brine flow equations.

The viscosity term (BEVISC) remains identical to that in IR2A. The
TABLE function EVTAB defines the actual values of viscosity used, at
intervals of 25°C from 0 to 250°C. Interpolation and limited
extrapolation can be accomplished by constructing a graph of that
function. The viscosity values for salt were determined uniquely for
this study by comparison of the Salt Vault data of Bradshaw and McClain
(1971) with the viscous compaction function of Shaw and Swanson (1970);
temperature dependence was determined from the data in Heard (1976).

AR.4.2.5. Cracking -- Two different assumptions are used in this
report to calculate the numbers of cracks. One of them is identical to

the estimate in IR2A.4.2.5 though the names of terms are new:

A NC.K = CC*FIPGE(1E4, AVNEC.K, AVNEC.K, 1lE4) NUMBER OF CRACKS
FROM NET VERTICAL
DISPLACEMENT

Cc oC =5 CRACK COEFFICIENT

(PER CM)

This equation is numerically egquivalent to NECC in IR2A.4.2.5,

(p. 115); note that the initials NECC are used for a different function

in the present report. The function PIFGE limits the maximum number of
cracks to 1E4*CC.
The other method of computing numbers of cracks is to assume that

the volume of compaction at the depository level allows an
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approximately equivalent volume of cracks to open up in the overlying
rocks. This possibility was mentioned in IR2A but was not employed.
In the present analysis the master equation list DISSCC is written with
both options. The new volumetric estimate is called OPTION 1 and the
“0ld version is called OPTION 2. OPTION 1 overestimates the numbers of
cracks and can be considered to give the worst case scenario, other
stated assumptions being the same. OPTION 2 was written to give a
maximum number of cracks of 5E4 for a Reference Crack width (RCW) of
0.1 cm. Geologically this width may be excessive and our Reference Set
of example calculations uses values of RCW + 1E-2 CM. In order to
maintain the same volume ratio in OPTION 2 as in OPTION 1 with RCW =
1E-2 the maximum number of cracks would have to be increased by a
thousand. In that case the two options would give similar results for
brine flow. Therefore we chose to retain OPTION 2 with the original
proportionality as a geologically skeptical estimate of cracking, and
to use OPTION 1 as the conservative (worst case) estimate of cracking.
OPTION 1 has the advantage of being written explicitly so that the
dimensions and numbers of cracks are evident in each computer
calculation. Each dimension, therefore, could also be expressed as a
function of TIME, though for simplicity we have kept them constants

within each calculation of this report. The equations for OPTION 1 are

written:

A NC.K = DA*PVDC.K/(RCW*CTL*CPL) NUMBER OF CRACKS FROM VOLUME
OF REFERENCE CRACK

N NC =1 INITIAL NUMBER OF CRACKS

Cc DA = 7.9El10 DEPOSITORY AREA (SQ CM)

C RCW = 1B-3 REFERENCE CRACK WIDTE (CM)

c CTL = 6ES CRACK TRACE LENGTH (CM)
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Cc CPL = 1E4 CRACK PATH LENGTH (CM)

PVDC, of course, is the compacted volume defined before for the
potential volume of crack openings. An initial value of NC = 1 is
issigned to avoid the possibility of terms with zero in the
denominator, and also because some amount of initial fracture
permeability is geologically more realistic than none.

In addition to these two options for cracking, we have written a
parallel set of equations that is simulateously built into the master
equation list DISSCC that allows some proportion of the cracks to close
during compaction. 1In other words, a single set of equations
calculates results both with and without the assumption of crack
closure. The physical reasoning is that cracks may initially open as
described above in either OPTION 1 or 2 and then eventually close up
again as all of the superincumbent rock strata subside and compact into
the openings created by dissolution. 1In order to give a numerical
sense of that effect, we calculate a new term called the Active Number
of Cracks with Closure (ANCC) which represents the number of cracks
calculated by either OPTION 1 or 2 normalized by the ratio of the
Linear Pore Volume, LPVC, to the maximum compaction length, MCIC (C is
added to names otherwise the same to refer to the erack closure mode).
When the available pore space is entirely collapsed, this ratio is zero
and the number of cracks, hence dissolution rate, falls to zero. When
ﬁPVC is large those cracks that do form according to PVDCC remain open
#nd active. The detailed equations are given in table AR.3.2.

We do not consider fault-related cracking in this report. It will

contribute to either the initial numbers of cracks or to the number
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existing at a later time. In either case some variant of the U-tube
scenario will eventually dominate the flow unless hydrologic conditions
are totally modified by faulting. Fault related cracks will usually
increase the dissolution rates and the effects can be estimated with
DISSCC by varying the initial number of cracks or the numbers
introduced at any specified values of TIME. See IR2A.4.2.5, pp. 116
and 117 for discussion of faulting.

Note: Section IR2A.4.2.5.1, Digression on Two-Dimensional Stress

Analysis Calculation, remains unchanged and stands as a comparative

reference for calculations of temperature and potential strain
patterns. Figure IR2A.8 can be compared with outputs of DYNAMO
calculations of temperature and thermal expansion.

AR.4.2.6. Openings from Effects of Dissolution -~ Each of the

mechanisms described in IR2A.4.2.6 exists as a possible mode of
dissolution. The general spectrum of rates, however, resembles that of
the U-tube scenario, and numerous exploratory calculations have shown
that other scenarios often evolve into variants of the U-tube

scenario. We chose to concentrate on the one scenario in this report
8o the user can get a clear sense of its ramifications. Setting up
other scenarios is then a relatively simple matter if some physical
picture of a scenario can be written in even a crudely numerical
format.

The equations describing the rates-of dissolution for DISSCC are'
partly described in the foregoing discussion of compaction and
cracking. The approach differs significantly from that derived for the
function ORSCUA, the Opening Rate from Solutioning by Convection to the

Upper Aquifer. Although we derived an equation in IR2A for brine flow
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in cracks, we did not use it. 1Instead the function ORSCUA simply
proportioned the maximum potential rate, as defined by a fraction of
the total discharge rate of the Upper Aquifer (see IR2A.4.2.6.2,
p. 124-125).
- ORSCUA has two deficiencies: (a) it lumps the cracking rate
coefficient with the aquifer flow rate so that independent variations
are obscured, and (b) it underestimates the initial rates of flow
through cracks. In the present report we separate these effects.

Por a given pressure head the rate of flow in an individual crack
is defined by the dimensional equation given in IR2A.4.2.6.2 (p. 124).

In DYNAMO format it is expressed:

A RCVR.K = (3E7*BPH*RCW*RCW*RCW*CTL)/ (12*BV*CPL)

REFERENCE CRACK VOLUME RATE

(CU CM/YR)

Cc BPH = 2E6 BRINE PRESSURE HEAD (DYNE/SQ
™)

Cc RCW = 1E-3 REFERENCE CRACK WIDTH ((M)

C CTL = 6E5S CRACK TRACE LENGTH (CM)

C BV = 1p-2 BRINE VISCOSITY (POISE)

C CPL = 1E4 CRACK PATH LENGTH (CM)

Because this rate (RCVR) multiplied by the number of cracks can
exceed the Maximum Brine Flow in the Aquifer (MBFA), the Brine
Discharge Rate to the Upper Aquifer (BDRUA) is written so it does not
exceed the limit MBFA = 3E12 (CU CM/YR). MBFA is the calculated

capacity of the aquifer to carry away brine discharged from the
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U-tube. Incidently, this value is based on a balance of buoyancy
forces involving a head difference between the inlet and outlet of the
U-tube of 20 meters (see figure IR2A.9). We have retained this value,
though it is roughly 30 percent smaller than the exact gradient of the
"aquifer in the Sandia Reference System (see Interim Report, Chapters 1
and 3).

Though equations involving RCVR, NC, ACDR, and BDRUA are more
realistic than ORSCUA, there are still significant artificialities.
One is that the dimensions are considered constants. This deficliency
is easily corrected by making all terms in the crack dimensions
variables if there is a physical reason to do so. We have retained
them as constants in this report so we can more easily separate the
relative effects. A more serious deficiency is that the Brine Pressure
Head has been defined as a constant. Clearly, as the brine builds up
in the aquifer the pressure head decreases. Application of the limit
MBFA artificially truncates the rate so this is not a serious problem,
but it is of interest to demonstrate how yet another negative feedback
cycle, in addition to crack closure, can enter the analysis.

In order to allow the Brine Pressure Head to effectively decrease
with brine discharge, we have written equations for the total flow,
ACDR, so that the pressure term is decreased by factors involving the
ratio of total flow to maximum flow MBFA. When these are equal the
acting pressure head has reached a steady value. The normalizing
equations are written:

A ACDR.K = DCBPHA.K*NBPH*NC.K/(1.+(DCBPHA.K*DCBPHB.K*NC.k))
(TOTAL) APPARENT CRACK

DISCHARGE RATE (CU CM/YR)
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A DCBPHA.K = (3E7*RCW*RCW*RCW*CTL) / (12*BV*CPL)
DIMENSIONAL COEFFICIENT
FOR BRINE PRESSURE HEAD
PART A (CU QM*SQ
CM/DYNE/YR)

A DCBPHB.K = NBPH/MBFA DIMENSIONAL COEFFICIENT
FOR BRINE PRESSURE HEAD
PART B (DYNE*YR/CU CM*SQ
™)

c NBPH = 2E6 INITIAL VALUE OF BRINE
PRESSURE HEAD (DYNE/SQ

™)

These equations adjust the brine pressure in the following way:
When the Number of Cracks, NC, is small the value of ACDR is nearly
identical to the product RCVR*NC as in the case for constant pressure
head; when NC is large the value of ACDR simply approaches the limit
MBFPA, Maximum Brine Flow in Aquifer. This limit represents the
situation where the pressure head and consequent brine discharge rate
precisely balance the rate that the brine layer in the aquifer can be
carried away by the regional flow.

The effect of decaying brine pressure head depends on the regime of
overall behavior. In some instances where dissolution feedback
progresses rapidly, the effect of decaying brine pressure has
negligible effect on the outcome. In other cases where dissolution is
relatively slow at constant BPH, decreasing pressure has a major effect

on further slowing the rate of salt removal.
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AR.5., Computer Runs for Dissolution with and without Crack Closure

Note: This section condenses material equivalent to
subsections IR2A.5.1 though IR2A.5.3; subsection
AR.5.4 is added to describe Sensitivity Analysis,
which was not performed in the Interim Report.

In this section we describe a Reference Set (RFST) of calculations
for the U-tube scenario using DISSCC in all modes described in this
report., These consist of four basic equation lists (OPTIONS 1 and 2,
WITH AND WITHOUT DECAY OF BRINE PRESSURE HEAD) each of which calculates
dissolution WITH AND WITHOUT CRACK CLOSURE. Therefore, we have eight
sets of results describing different regimes of dissolution feedback.
We give all eight so the user can see the variations that result from
contrasting assumptions concerning the form of the equations.

The results are described primarily in terms of the time required
for dissolution to reach the canister horizon of the Depository either
at a single locus, expressed as the SINGLE CAVITY DIAMETER (SCDIA and
SCDIAC), or in a wholesale manner, expressed as the time the ABSOLUTE
VALUE OF NET EXPANSION MINUS COMPACTION (AVNEC and AVNECC) attain a
value of 100 meters (1E4 cm) representing the thickness of salt above
the canister horizon.

First we give examples of results for OPTION 1 and 2 using the most
complete sets of equations, with a printout of all variables and a plot
of selected variables for a Reference Crack Width, RCW = 1E-3 CM,
(tables AR.S5.), AR.5.2; figures AR.5.1, AR.5.2). 1In the printout, the

variables appear as rows in the heading, and the respective numerical
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values of the variables appear at each value of TIME also arranged in
rows in the same respective positions; a set of scaling factors appears
immediately following the names of variables. Particularly note the
behavior of the variables BACKFILL TEMPERATURE (BFTEMP), NUMBER OF
CRACKS (NC), ACTIVE NUMBER OF CRACKS WITH CLOSURE (ANCC), ABSOLUTE
VALUE OF NET EXPANSION MINUS COMPACTION WITH AND WITHOUT CLOSURE
(AVNECC and AVNEC), and SINGLE CAVITY DIAMETER WITH AND WITHOUT CLOSURE
(SCDIAC and SCDIA). The values of brine discharge rates are given by
BDRUAC and BDRUA, and the total volumes of salt removed are given by
80C and SO; BDRAT gives the ratio of brine discharge rate with closure
to brine discharge rate without closure. PVRAT and PVRATC give the
ratios of collapsed pore volume to maximum pore volume with and without
closure; these two ratios give a measure of the lag of compaction rates
relative to dissolution rates. This lag is also seen in the time
required for the volume of dissolved salt to approach the limit SO or
80C = 1E4*DA = 7.9El4 CU M, versus the time required for the
subsidence, measured by AVNEC or AVNECC, to approach the limit 1E4 OM.
We repeat this statement for emphasis in the following examples.

Prom the printout in table AR.5.2, OPTION 2 WITH DECAY OF BRINE
PRESSURE HEAD we obtain sets of values representing nearly complete
dissolution of salt above the cannister horizon; the corresponding

value of TIME is referred to as the "OVERRUN TIME:"

TIME = 65,000 YRS

80C = 789.1E12 CU CM
AVNECC = 8,882 O™

BDRAT = 0.1448
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PVRATC = 0.8856

TIME = 5,000 YRS

80 = 924.E12 CU OM
AVNEC = 8.2E3 M
BDRAT = 0.0000

PVRAT = 707.06

In the equilibrium situation Overrun would occur when SOC and SO
have the exact value 790El12 CU CM and AVNECC and AVNEC have exactly the
value 1E4 CM. 1In the tabulated results the values of SOC and SO
respectively, equal and exceed the theoretical limit, whereas AVNECC
and AVNEC have not attained the value 1E4 CM. These results reflect
the dynamic lag of compaction relative to dissolution; the lag is
relatively greater without crack closure because the rates are faster.
The values of TIME corresponding to the exact limits are obtained by
interpolation. The contrast in lag is also shown in the ratios BDRAT,
PVRAT and PVRATC. At 65,000 years the brine discharge rate with
closure is about 15 percent of the value without closure, and the
compacted pore volume is nearly 89 percent of the maximum possible. On
the other hand, at 5,000 yrs the brine discharge rate with closure is
less than 0.00 percent of the rate without closure, and the compacted
pore volume is only 71 percent of the maximum possible. This means
that dissolution rates without closure are very high so that compaction
rates have major lags relative to dissolution rates and the lag with
closure greatly exceeds the lag without closure (i.e., feedback is weak

in the closure model at the earlier times, whereas it is strong in the
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model without closure).

By comparative study of the tables, considerable insight can be
obtained about the behavior of the respective models. Insight is
increased by comparing sets of calculations with varying crack widths,
RCW, which clearly plays a dominant role. Yet more insight is gained
by simultaneously varying several of the significant variables. This
aspect of the study is described in the section on Sensitivity
Analysis. In the present section, however, we demonstrate how the
results are affected by varying RCW over a range of 3 decades, from
1E-2 CM to 1E-5 CM. The other variables are held constant in this
section and are listed in table AR.5.3.

In principle, all of these "constants” should be varied in
sensitivity analyses. We demonstrate the principles of variation,
however, by first looking at simple variations, beginning with only RCW
in this section, and then considering the combinations DCP, BMCL, CC,
and RCW. These four variables represent the dominant initial forcing
functions for heat, porosity, intensity of fracturing, and crack width
(the primary influences on potential flow rates).

Table AR.5.4 gives a listing of results for a variation of RCW from
JE-2 to 1E-5 CM, PFigure AR.5.3 illustrates the corresponding
dissolution curves of contrasting form and duration as functions of
time. Figures AR.5.4 and AR5.5 show the respective regimes of behavior
in terms of PENETRATION TIME and OVERRUN TIME,

Figures AR.5.4 and AR.5.5 demonstrate some valuable generalizations
about flow in cracks., RFST 1 and 2 represent OPTION 1, and RFST 3 and
4 represent OPTION 2 for calculating numbers of cracks. OPTION 2

determines the number of cracks independently of the crack width, RCW,
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whereas in OPTION 1 the number of cracks depends directly on RCW. At
values of RCW below 10'3 CM, OPTION 2 always gives much longer
dissolution times than OPTION 1 because of the rapid decrease in
overall conduit volume. On the other hand, for values of RCW > 10 > CM
dissolution according to OPTION 2 may go to completion in times
comparable to OPTION 1l; the numbers of large cracks are not
auvtomatically normalized by the value of RCW in OPTION 2.

The results for OPTION 1 show the interesting characteristic that
dissolution times are not greatly increased with decreasing RCW until
RCW falls below about 10'4 CM, and then at critical values in the
neighborhood of 107> oM dissolution times become infinitely long. We
reserve additional comment until the sensitivity results are described,
but clearly dissolution times are extremely sensitive to the mode of
cracking mechanisms.

Comparison of figures AR.5.4 and AR.5.5 show that crack closure and
decay of brine pressure head affect the limits of the respective flow
regimes but do not change the form of behavior. These negative
feedback effects, however, become very important for OPTION 1 near the
critical value of RCW.

AR.5.4. Computer Runs for DISSCC: Demonstration of Sensitivity Analysis

Our approach is to simplify in the extreme so that essentials of
the analysis are conspicuous. Accordingly, the number of parameters
chosen are the fewest that represent the principal source factors for
héat, compaction and brine flow (to clarify this point go back to
section 5.3 and the comments concerning "constants® in table AR.5.3).
Therefore we selected for variation DCP, BMCL, RCW and CC.

Numerical ranges were chosen for each parameter that represent
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maximum plausible limits as follows:
0 <DCP < 0.376
0 < BMCL < 540

~4 < row < 107!

10

B 0 <CC <5

For example, the range of DCP represents thermal loads from 0 to
about 250 kW/acre; the range of BMCL represents total porosities of the
mined region ranging from 0 to 30 percent; the range of RCW represents
cracks from submicron widths to a tenth of a milliﬁeter; and CC ranges
from zero to 5 reference cracks per centimeter of vertical displacement
(see section IR2A.4.2.5, p. 115).—/

Within these ranges each parameter was assigned 20 values using the
Latin Hypercube Sampling technique, LBS (McKay and others, 1978).
These twenty values were chosen as a number that is manageable and yet
gives a reasonable test of the statistical approach (R. Iman, oral
communication, September, 1979). Even with this small a sample per
reference set, a minimum of 80 runs are required to calculate the
corresponding ranges of penetration and overrun times. Tests involving

different choices for the parameter ranges increase this number. Our

conclusions are based on about 140 runs.

/

—'The ranges of these parameters is based on inference and hearsay.

By "hearsay,” we mean that the ranges of DCP and BMCL represent values
iéntioned in verbal discussions with many participants in evaluations
of Depository Design (see Interim Report, Chapt. 1). By "inference,"
we mean that we have chosen ranges of RCW and CC based on our

particular subjective evaluations of geologic plausibility.
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The results of sensitivity calculations essentially confirm that
RCW is the dominant parameter and that the form of behavior is
anticipated by the results illustrated in AR.5.4 and AR 5.5.

Regression analyses were done for two models. The dependent
éiriables were the times of termination of the runs, i.e., the
Penetration and Overrun Times as illustrated in figures AR.5.4 and
AR.5.5. The first model used the DYNAMO results directly ("raw data")
and the second used a ranked set, as defined below. The data basically
represent times when the waste horizon is breached either at a point,
as defined by the single cavity diameter (penetration time), or in a
wholesale manner, as defined by the total amount of salt removed; a
related time represents completion of subsidence over the entire
repository area. Thus, regressions for each reference set of
calculations were done for each of the variables SCDIA, SCDIAC, AVNEC,
AVNECC, SO and SOC.

Figures AR.5.6 and AR.5.7 give examples of plots of Penetration
Time, determined from SCDIA, versus each of the parameters chosen by
the regression to fit the output (raw data and ranked data). The
regression chooses the minimum number of parameters that fit at least
fifty percent of the output range. It then continues to choose
additional variables until an optimum combination is achieved as
determined by the variation of the predicted error of the sum of the
squares (PRESS value). In this instance two sets of three combinations
;ere chosen successively by the computer code: CC, CC and RCW, and CC,
RCW and ccz.

In each iteration, regression equations are derived for the output

in terms of the chosen variables. We do not give these equations
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because they apply only to the appropriate range and must be viewed in
terms of the full array of statistical tests, which we do not have
space to reproduce. Out of context, the equations can give grossly
misleading results. The significant results are the sequences of
variables chosen in the two modes to fit the scatter shown by figures
AR.5.6 and AR.5.7.

Comparison of the raw data and ranked data (compare figure AR.5.6
with fiqure AR.5.7) shows an interesting statistical result that was
discovered accidently. This set of results used equation sets for the
OPTION 1 cracking mode (numbers of cracks calculated from the crack
width) for which the dominant sensitivity parameters should be RCW,
DCP, and BMCL; the parameter CC applies only to the other cracking
mode. Inadvertantly, however, the regressions were performed including
CC as a Bensitivity variable, and, by chance, the sampling of CC
happens to correlate so strongly with the other variables that it was
chosen as the dominant variable in regressions on the raw data (figure
AR.5.6). The correlation, however, is inverse to what would be
expected if CC were a variable parameter, and the regressions are
totally spurious. The strong correlation occurs because the result is
weighted by a large value of CC which happened to be cambined in
sampling with a small value of RCW. Bven such a highly spurious
result, however, was corrected by the ranked regressions.

Ranking of data is based on choosing an artificial scale in which
éach value of input and output is ranked sequentially from 1 to 20 and
éiven that number as its numerical value. In terms of the rank scale,
RCW is the dominant variable and shows an almost linear proportionality

to all the output variables (i.e., end times calculated from SCDIA,
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SCDIAC, AVNEC, ANECC, SO and SOC), as illustrated in figure AR.5.7 for
SCDIA. The strongest secondary correlation is with the product
DCP*BMCL, though the scatter of values is much greater.

Regression by rank agrees with our physical interpretation of
parameter importances. It is clear that statistical results without
knowledge of expected correlations can be misleading or totally
spurious. With knowledge of expected correlations, however, the
statistical method can quantify both the ranges of uncertainty and the
appropriate hierarchy of parameter importances. 1In order to place the
statistical results on a sound footing, however, it is advisable to
test various sample ranges and distributions and to increase the sample
gize within the final distributions chosen. The output of such
repeated trials is much too voluminous to attempt to include in this
report.

Refinement of the sensitivity results should also be performed by
testing the parameter sequences as a function of time. This means
performing the regressions at several time intervals. Our exploration
of such sequences, to date, has directly supported our interpretation
of physical importance based on the results of selected simulation
exercises. That is, the process of exploration of system behavior
using simulation methods contains an implicit “"sensitivity analysis"
which, though not based formally on statistics, is confirmed by
rigorous statistical methods.

In the present instance the dominance of RCW in the statistical and
simulation tests is clear, and we can evaluate the separate effects of
DCP and BMCL from the physical equations themselves (see AR.5.4.1).

Time series regressions are more useful if the variables are less
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obviously correlated or if there are more variables with possibilities
of combined effects of less obvious nature. Like the simulation
analyses, sensitivity analyses represent methods for learning more
about system behavior by studying the evolution of the results
themselves. 1In that sense, the statistical methods described represent
a powerful complement to simulation analysis,

In fact, we suggest that the philosophy of analysis, whether by
simulation or statistical methods, is basically the same; that is, the
aim is to create an evolving methodology that leads to an understanding
or a knowing about how a prescribed system will behave when subjected
to variation of any of the system parameters. This “"knowing" is
essentially a function of experience, and we suggest that this
experience should be based on as wide an array of analytical techniques
as can be brought to bear on the problem, including subjective,
statistical, simulation, probabilistic and specifically deterministic
methods of analysis. In this context we distinguish "simulation" and
"deterministic™ methods because simulation methods, while physically
deterministic in the prescription of equations, contain an implicitly
statistical element by virtue of the repetitively exploratory strategy
of its application to system behavior.

AR.5.4.) Single-Parameter Sensitivity —— The purpose of the

genera) sensjtivity analyses was to establish ranges of simulation
response time and relative importances of parameters without having to
edmpute the limitless combinations possible. The Latin Hypercube
Sahpling technique reduces the problem to manageable size within the
specification of ranges and forms of parameter variations. There are
aituafions, however, where the correlations may not be clear, or where
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there are abrupt changes or discontinuities beyond the upper or lower
bounds of the sample range. In order to check these possibilities, we
found it necessary to make a variety of runs in which only one
parameter at a time was varied, in a manner analogous to figures AR.5.4
and AR.S.5.

Another purpose of single-parameter variations is to test
individual functions or groups of functions to verify that they are, in
fact, operating correctly with the ensemble of other equations. A
related test is to check the internal consistency of initial values of
all equations.

We {llustrate these points by reference to the behavior of DISSCC,
OPTION 1. Recall that Option ) defines the number of cracks, NC., as
the ratio of collapsed volume PVDC, to the volume of a reference crack
(given by the product RCW*CPL*CTL). The activating equation is (see
Table AR.3.4.A):

A NC.K = DA*PVDC.K/(RCW*CTL*CPL)

Physically, this form of the relation assumes that cracking
responds to an actual collapse of openings, SO; thermal expansion or
contraction does not produce openings and therefore does not contribute
to cracking. Option 2, on the other hand, calculates the number of
cracks from the vertical displacement, and therefore thermal effects
are directly included. A more complete formulation would combine
aspects of compaction cracking and flexural cracking.

The point is, in testing single~parameter variations, there is no
dissolution in Option ) when all of the porosity parameters (BMCL,
PVDC, PVPS, CL, SO) are initially set to zero, regardless of the

magnitude of thermal input, DCP. In Option 2, the thermal input
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triggers cracking and initiates dissolution over similar time spans
even if porosity is initially zero.

In order to obtain a qualitative test of a coupled response in
Option 1, we replaced PVDC with AVNEC in the cracking equation:

A NC.K = DA*AVNEC.K/ (RCW*CTL*CPL)

This equation is inconsistent with the physical assumptions, unless
it is assumed that thermal expansion actually creates some pore space
that can then begin to collapse to induce cracking. We illustrate this
version in Table AR.5.6. as Option 1 (TEF), where (TEF) refers to the
component of Thermal Expansion Feedback.

We have also modified Option 1 (TEF) in other ways to facilitate
testing single-parameter variations. One of these is the addition of a
constant term permitting an independent specification of the initial
number of cracks, as follows:

A NC.K = NCN + DA*AVNEC.K/(RCW*CTL*CPL).

Another modification is the introduction of a multiplier constant in
the equation for steady Heat Loss Rate; the constant is SHLROM and the
equation is written:

R SHLR.KL = (2E-4*(H.K-4.0)-2.4E-4)*SHLROM

The purpose of SHLROM is to permit an arbitrary and independent
reduction of the heat loss rate, for test purposes only. Other changes
are the removal of terms that result in division by zero, such as ANCC,
or the logarithm of zero, such as LNVFU, when initial values are set to
zero.

We emphasize, therefore, that OPTION 1 (TEF) IS A CHECK LIST ONLY
AND DOES NOT GIVE PHYSICALLY CORRECT RESULTS. It does, however,

illustrate some important points about simulation analysis:
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(1) It is important to learn the numerical behavior of a
simulation model when the equations are deactivated by specifying
zero values, or values that give zero result.

(2) Because of rounding by the computer, it may be impossible to

"zero" some equations; this is true of the SHLR equation that

involves differences of small numbers.

(3) There may be threshold effects of numerical origin that might

be interpreted as physically valid if the single-parameter tests

are not made.

The smallest initial value of SHLR that can be computed is of the
order E-270. Even this small a value, however, activates the
dissolution feedback equations in a time of the order of 1E4 years (see
figure 5.8). Physically, the initial numbers of cracks and dimensions
of flow are far below the limits of validity of the transport
equations. This observation identifies two important points: (a)
simulation analysis may calculate sets of internally consistent results
that include physically inadmissable numerical regimes, and (b) in
DISSCC OPTION 1 there is some threshold condition that determines the
effective starting time of dissolution feedback.

The implication of (a) is that a general or multiparameter
sensitivity analysis may be misleading if inadmissible numerical ranges
are included. The implication of (b) is that some form of additional
physical assumption or modeling is required to determine the inception
of cracking that can then grow according to the feedback relations.

For example, the hypothetical curves of figure 5.8A could be viewed as
nucleation functions for the inception of macroscopic cracking rates.

Unfortunately, we do not know what form those functions should take.
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Therefore, all we can do is to specify some arbitrary nonzero initial
condition. According to OPTION 1 (TEF), virtually any such choice that
is physically plausible leads to overrun in times comparable to the
results in figure AR.5.4. as functions of RCW.

The same effect is true whether or not we are including thermal
expansion as a factor (compare figures AR.5.8.A, B and C).

AR.5.4.2 Threshold Effects —- The preceding exploration has very

interesting conceptual implications that could have been overlooked if
we had taken either OPTION 1 or OPTION 2 at face value (a combined
model would give results essentially like OPTION 1, because it
represents the dominant rate-determining feedback).

The interesting conclusion is that the process of exploring
combinations of simulation options focuses on and virtually demands
resolution of the factors, or threshold effects, that create the
inception of feedback. In this case we have proceded as far with the
analyses as is meaningful until we can discover the processes that
govern nucleation rates for crack growth and hence the threshold times

for dissolution feedback.
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AR.6. Conclusions and Recommendations

The principal conclusion of this study is that the mechanisms
controlling the number of cracks and/or the crack widths are the
crucial determinants of the dissolution rate. Maximum potential rates
of dissolution are very high if crack widths can exceed about 10-4 cm
and if an unrestricted U-tube scenario as described here is operative.
The reality of that scenario depends on statistical tests of geologic
observations and on refinement of deterministic mechanical models not
addressed in this report. On the other hand, if likely scenarios exist
that indicate small crack widths (of order 10"5 cm) then mechanisms
involving crack closure and decreasing pressure head in the brine
column can result in very slow dissolution rates. In fact, below a
certain range of crack widths the corresponding dissolution rates are
negligible. Extensive simulation and sensitivity studies, however, are
required to establish this limit in any specific case.

On the basis of these results it is recommended that studies of
cracking mechanisms be expanded both geologically and by deterministic
modeling and that more attention be given to scenarios involving
detailed analyses of the geometry of flow paths coupled with the
information gained on cracking mechanisms. With such information, the
statistical techniques of sensitivity analysis described in this report
should give a very quantitative picture of the expected ranges of
dissolution effects. On the basis of present information, potential
mechanisms for dissolution of salt must be considered a major deterrent
to any affirmative conclusions about the suitability of bedded salt

environments as sites of radioactive waste storage or disposal.
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AR.503.

AR.5.4.

AR.5.5.

AR.5.6.

AR.5.7.
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Tables

List of Acronyms and Initialisms in DISSCC

Annotated Listing of Equations in DISSCC

Breakdown of Equations by Type

(A-D) DYNAMO Equation Lists 4 (X2} Modes of DISSCC
Example of Printout of all Variables; DISSCC OPTION 1
(A,B) Examples of Printout of all Variables; DISSCC
OPTION 2

Numerical Values of Constants in DISSCC

(A,B,C) Tabulation of Penetration and Overrun Times
varying RCW from 1E-2 to 1E-5 CM, other parameters held
constant

(A-G) Tabulation of Penetration and Overrun Times; from
Sensitivity Analysis

DYNAMO Equation Test List-OPTION 1 for Thermal Expansion
Feedback

DYNAMO Equation List-OPTION 1 (CLTST) CL Loop Test Program
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AR.3.1,

AR.3.2,

. AR.5.17,

AR.5.2.

AR.5.3.

AR.5.4.

AR.5.5.

AR.5.6.

AR.5.7.

AR 5.8.
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Fiqures

System Diagram for DISSCC
Schematic of Equation Ordering for DISSCC
Plot from DISSCC OPTION 1
Plots from DISSCC OPTION 2
(A-H) Computer plots of dissolution Variables versus
Time, varying the Reference Crack Width, RCW from JE-2 to
1E-5 CM
(A and B) Penetration and Overrun Times versus Reference
Crack Width, RCW; (A, B) OPTION 1, RFST 1 and 2
(A and B) Penetration and Overrun Times versus Reference
Crack Width, RCW; OPTION 2, RPST 3 and 4
(A, B and C) Example of Sensitivity Result Using Raw
Data; SCDIA versus CC, RCW and CC2
(A and B) Example of Sensitivity Result using Ranked
Data; (A, B) SCDIA versus RCW and DCP*BMCL
(A) Threshold times as functions of SHLROM in OPTION

1 (TEF)
(B) Threshold times in DISSCC OPTION 1 (CLTST)
(C) Composite diagram of relative effects of initial

values of heat and compaction parameters
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